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Agenda

* Beginner Introduction

— What problems are we solving?
— How does STAMP/STPA solve those problems?
— Simple STAMP/STPA examples

* Intermediate tutorial
— Guided exercise: Apply STPA to a real system

* Research presentation
— Recent STPA research results



Mars Polar Lander

During the descent to Mars, the
legs were deployed at an
altitude of 40 meters.

Touchdown sensors (on the
legs) sent a momentary signal

The software responded as it
was required to: by shutting
down the descent engines.

The vehicle free-fell and was
destroyed upon hitting the
surface at 50 mph.

No component failed!
All components performed exactly as designed! [§




Boeing 787 Lithium Battery Fires
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* Reliability analysis
predicted 10 million
flight hours between
battery failures

* Two fires caused by battery
failures in 52,000 flight hours

* Does not include 3 other less-
reported incidents of smoke
in battery compartment

Just a simple component

failure?




Boeing 787 Lithium Battery Fires
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* A module monitors for e e
smoke in the battery bay,
controls fans and ducts to
exhaust smoke overboard.

 Power unit experienced
low battery voltage, shut
down various electronics
including ventilation.

e Smoke could not be
redirected outside cabin
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All software requirements were satisfied!

The requirements were inadequate



Schiaparelli Lander (2016)

e 11km: Parachute deployed
e 3.7km: IMU saturated

* Negative altitude calculated
* Parachute jettisoned
* Thrusters off

e Impact at 300 km/h (186
mph]
* Designed to withstand 10
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protective cover

All components operated as designed!

No component failure!

http://spacenews.com/esa-mars-lander-crash-caused-by-1-second-inertial-measurement-error/



HITOMI Satellite (2016)

Unable to detect bright
stars for reference

e Parameters for Safe Hold
Mode were incorrect

Investigative subcommittee

* Need for “approach to
examine the overall design
of the spacecraft”

JAXA

* “We were unable to let go
of our usual methods”

http://www.asahi.com/ajw/articles/AJ201606200006.html



Basic Control Theory

Controller

Process
Model (beliefs)

Control
Actions Feedback

Controlled Process

* Provides another way to think about accidents
 Forms foundation for STAMP/STPA



Problems with Software



Quote

* “The hardest single part of building a software
system is deciding precisely what to build.”
-- Fred Brooks, The Mythical Man-Month



Automotive recalls rapidly increasing!

2009 2010

SOURCES IEEE; AUTOMOTIVE DESIGMLINE

SOURCES ELOOMBERG; NHTSA

Image: https://hbr.org/2010/06/why-dinosaurs-will-keep-ruling-the-auto-industry/ar/1



2013 Ford Fusion / Escape

* Engine fires

— 13 reports of
engine fire

— Short time frame
* (~Sept - Dec)

 Owners asked to “park their

vehicles until further notice” »

99,153 brand new vehicles
affected

*Images from:

YAHOO! |
Ford tells 89,000 Escape,
Fusion owners to park cars
because of engine fire risk

By Justin Hyde
g‘ November 30, 2012 6:03 PM

Motoramic

In a recall with few precedents, Ford warned today that 89,193 owners
of brand new 2013 Ford Escape SUVs and Ford Fusions with 1.6-liter
turbocharged engines should park their vehicles until further notice due

to risk of engine fires -- and gave no estimate of when it would have a
repair.

https://autos.yahoo.com/blogs/motoramic/ford-tells-89-000-escape-fusion-owners-park-230316605.html 16

http://gearheads.org/stop-driving-your-ford-escape/



https://autos.yahoo.com/blogs/motoramic/ford-tells-89-000-escape-fusion-owners-park-230316605.html
http://gearheads.org/stop-driving-your-ford-escape/

The Problem

* Ford press release:

— “The original cooling system design was not able to address a loss
of coolant system pressure under certain operating conditions,
which could lead to a vehicle fire while the engine was running.”

* Ford VP:

— "We had a sequence of events that caused the cooling system
software to restrict coolant flow," he says. Most of the time, that
would not be a problem and is the intended behavior. But in rare
cases the coolant pressure coupled with other conditions may
cause the coolant to boil. When the coolant boils, the engine may
go into extreme overheating causing more boiling and rapid

pressure increase. This caused coolant leaks near the hot exhaust
that led to an engine fire.

— Ford has seen 12 fires in Escapes and one in a Fusion.

Quotes from:

http://corporate.ford.com/news-center/press-releases-detail/pr-ford-produces-fix-in-voluntary-37491
http://www.usatoday.com/story/money/cars/2012/12/10/ford-recall-escape-fusion-ecoboost/1759063/



http://corporate.ford.com/news-center/press-releases-detail/pr-ford-produces-fix-in-voluntary-37491
http://www.usatoday.com/story/money/cars/2012/12/10/ford-recall-escape-fusion-ecoboost/1759063/

Quote

* “Almost all software-related accidents can be
traced back to flaws in the requirements
specification”

-- Prof. Nancy Leveson, MIT

These problems can pass every component and

subsystem test, every simulation, and every
verification effort!




Toyota to pay $1.2B settlement in
vehicle acceleration lawsuit

By Bob Fredericks and Post Wires March 19, 2014 | 9:19am




Toyota Unintended Acceleration
e 2004-2009: 102 incidents




Toyota Unintended Acceleration

e 2004: Push-button ignition
e 2004-2009

— 102 incidents of uncontrolled acceleration

— Speeds exceed 100 mph despite stomping on
the brake

— 30 crashes
— 20 injuries

* Today

— Software fixes for pushbutton ignition, pedals

Pushbutton was reliable, Software was reliable.

All component requirements were met.
Overall system unsafe, unexpected!

http://www.reuters.com/article/2010/07/14/us-toyota-idUSTRE66D0FR20100714

23

http://www.statesman.com/business/u-s-toyota-cite-driver-error-in-many-803504.htm|


http://www.reuters.com/article/2010/07/14/us-toyota-idUSTRE66D0FR20100714

Toyota Unintended Acceleration

e 2004: Push-button ignition
e 2004-2009

— 102 incidents of uncontrolled acceleration

— Speeds exceed 100 mph despite stomping on
the brake

— 30 crashes
— 20 injuries
* Today

— Software fixes for pushbutton ignition, pedals

How can we be sure the requirements are right?

How can we integrate human and technical
considerations?

http://www.reuters.com/article/2010/07/14/us-toyota-idUSTRE66D0FR20100714 24

http://www.statesman.com/business/u-s-toyota-cite-driver-error-in-many-803504.htm|



http://www.reuters.com/article/2010/07/14/us-toyota-idUSTRE66D0FR20100714

Honda Odyssey

344,000 minivans recalled
Stability control software problem

In certain circumstances, an errorin
the software can prevent the system [
from calibrating correctly, leading to
pressure building up in the braking
system, the National Highway Traffic
Safety Administration said.

If pressure builds to a certain point,
"the vehicle may suddenly and
unexpectedly brake hard, and
without illuminating the brake lights,
increasing the risk of a crash from These problems made it through
behind," the NHTSA said. all existing processes: design

2007-2008 models affected reviews, testing, etc.
— Problem discovered in 2013




Addressing potential issues

High

Cost of Fix

Low

Reaction

“Bolt-on”

S

Systems %
Engineering
System
Requirements
Systems
Thinking
] ] ] ] >
Concept Requirements Design Build Operate

Need to address issues early

Early decisions have biggest impact

Illustration courtesy Bill Young

©



Human Interactions



China Airlines 006

e Autopilot compensates for single engine malfunction
* Autopilot reaches max limits, aircraft turns slightly
* Pilots not notified Autopilot at its limits

* Pilots notice slight turn, disengage autopilot for manual control
* Aircraft immediately nosedives
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Pilot error or - =
“Clumsy automation”? = o



Operator Error: Old View

* Human error is cause of most incidents and accidents

* So do something about human involved
* Fire them
* Retrain them

* Admonish them
 Rigidify their work with more rules and procedures

* Or do something about humans in general

* Marginalize them by putting in more automation

(Leveson)



Operator Error: Systems View

(Dekker, Rasmussen, Leveson, Woods, etc.)

* Human error is a symptom, not a cause

 All behavior affected by context (system) in which it
OCCurs

* To understand human error, look at the system
* System designs can make human error inevitable

 When bad systems cause operator error, can we really blame the
operators rather than designers?

* To do something about operator error, look at:

* Unintuitive equipment and system designs
* Usefulness of procedures

* Existence of goal conflicts and production pressures

Human error is a symptom of the system and its design




Most stove tops

OPODOOD

Back Front Back Front
Right Left Left  Right

OR),

ORO),

FRONT BACK

Is this a design problem or just human error?

*Image from D. Norman, 1988

36




Natural Mapping

The right design will reduce human error

37
*Image from D. Norman, 1988



Toyota Unintended Acceleration

e 2004: Push-button ignition
e 2004-2009

* 102 incidents of uncontrolled acceleration

* Speeds exceed 100 mph despite stomping on
the brake

e 30 crashes
* 20 injuries

* Today

» Software fixes for pushbutton ignition, pedals

Software design problem or driver error?

http://www.reuters.com/article/2010/07/14/us-toyota-idUSTRE66D0OFR20100714 40
http://www.statesman.com/business/u-s-toyota-cite-driver-error-in-many-803504.htm| ©



http://www.reuters.com/article/2010/07/14/us-toyota-idUSTRE66D0FR20100714

Tesla Summon

Tesla:

* "the incident occurred as
a result of the driver not
being properly
attentive...”

* Drivers must agree to
legal terms on their touch

screen before the feature
is allowed

This feature will park Model S while the driver is outside the vehicle. Please note that the
vehicle may not detect certain obstacles, including those that are very narrow (e.q., bikes),
lower than the fascia, or hanging from the ceiling. As such, Summon requires that you
continually monitor your vehicle's movement and surroundings while it is in progress and
that you remain prepared to stop the vehicle at any time using your key fob or mobile app or
by pressing any door handle. You must maintain control and responsibility for your vehicle
when using this feature and should only use it on private property. “
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STAMP:
System Theoretic
Accident Model and Processes



Systems approach to safety engineering

STAMP Model

(Leveson, 2012)

(STAMP)

Treat accidents as a control problem,
not a failure problem

Accidents are more than a chain of
events, they involve complex dynamic
processes.

Prevent accidents by enforcing
constraints on component behavior
and interactions

Captures many causes of accidents:

— Component failure accidents

— Unsafe interactions among components
— Complex human, software behavior

— Design errors

— Flawed requirements
* esp. software-related accidents

48



Basic STAMP

e Controllers use a process model to

determine control actions
Controller o ,
e Unanticipated behavior often occurs
Process when the process model is incorrect
Model

e Four types of inadequate control
Control - codback actions:
Actions eedbac 1) Control commands are not given

2) Inadequate commands are given

3) Potentially correct commands but too
early, too late

4) Control action stops too soon or applied
too long

Controlled Process

Tends to be a good model of both software and human behavior

Explains software errors, human errors, interaction accidents;s..
(LeveseR, 2013)

©



Basic STAMP

Controller

Process
Model

Control

Controlled Process

evised Controller

Congress and Legislatures

Government Reports
T Lobbying
Hearings and open meetings
Accidents

Legislation l

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Regulations
Standards
Certification
Legal penalties
Case Law

Accident and incident reports
Operations reports
Maintenance Reports
Change reports
Whistleblowers

Company
Management

Safety Policy
Standards
Resources

Operations Reports

Operations
Management

Change requests
Audit reports

Problem reports

Work Instructions

Operating Assumptions

Operating Procedures Operating Process

‘ Human Controller(s) ‘

Automated

ng procedures

ware revisions [Actuator(s)| [ Sensor(s) |
Hardware replacements

Physical
Process

Problem Reports
Incidents

Change Requests (Leveson, 2012)
Performance Audits



Basic STAMP

Congress and Legislatures
Government Reports
Lobbying
Hearings and open meetings

Legislation l
Accidents

Government Regulatory Agencies

CO n t T O I I e I’ Industry Associations,

User Associations, Unions,
Insurance Companies, Courts

Regulations Accident and incident reports

P rocess Standards Operations reports

Certification Maintenance Reports

M d Legal penalties Chan
O e ge reports
Case Law Whistleblowers

Company
Management

C O n tro I Saé?;);g:rlti;:g Operations Reports
ACt'OnS Feed baCk Resources

Operations

Management

Change requests
Audit reports

Problem reports

Wark Instructions

)perating Assumptions
CO n 't r O I I ed P r O C eS S Operating Procedures Operating Process

‘ Human Controller(s) ‘

'

Automated
evised Controller
operdliiy procedures
Software revisions | [Actuator(s)| [ Sensor(s) |
Hardware replacements
Physical
Process
Problem Reports
Incidents 51
Change Requests (Leveson, 2012)

Performance Audits



Basic STAMP

Controller

Process
Model

Control

Controlled Process

Congress and Legislatures
Government Reports
Lobbying
Hearings and open meetings

Legislation l
Accidents

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

gegLélatigns Accident and incident reports
Ctan'f.ar 5 Operations reports

ertification Maintenance Reports
Legal penalties Change reports
Case Law Whistleblowers

Company
Management
Saé?;);g:r'fg Operations Reports
Resources

Operations
Management

v Le

Change requests
Audit reports

Problem reports

Work Instructions

Operating Assumptions

Operating Pfbcedures Operating Process
‘ Human Controller(s) ‘
Automated
Revised Controller
operating procedures
Software revisions | [Actuator(s)| [ Sensor(s) |
Hardware replacements
Physical
Process
Problem Reports
Incidents 52
Change Requests (Leveson, 2012)

Performance Audits



Example
Control
Structure

SYSTEM DEVELOPMENT

Congress and Legislatures
Government Reports
T Lobbying
Hearings and open meetings
Accidents

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Legislation l

SYSTEM OPERATIONS

Congress and Legislatures

Legislation l [ Lobbying

Accidents

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Government Reports

Hearings and open meetings

Regulations Certification Info.
Staqqard_s Change reports
Certification S Whistleblowers
Legal penalties Accidents and incidents
Case Law
Company
Management

Safety Policy Status Reports

Standards l Risk Assessments

Resources Incident Reports

Policy, stds.

Standards

Safety
Reports

\
Manufacturing

Management
Work safety repo
Procedures | audits
work logs
inspections

Manufacturing

(Leveson, 2012)

Safety Standards l T

Safety Constraints

Test Requirements

Project
Management =———

Hazard Analyses
Progress Reports

Design,

Documentation

Test reports
Hazard Analyses
Review Results

Implementation
and assurance

Hazard Analyses
Documentation

Design Rationale

rts

Maintenance
and Evolution

Regulations
Standards
Certification

Legal penalties

Case Law

Safety Policy
Standards

Accident and incident reports
Operations reports
Maintenance Reports
Change reports
Whistleblowers

Company
Management

Operations Reports

Resources

Hazard Analyses
Safety—Related Changes
Progress Reports

Operating Assumptions

Work Instructions

Operations
Management

Change requests
Audit reports

Problem reports

Operating Procedures

Operating Process

l Human Controller(s) I

i

Automated
Revised Controller
operating procedures
Software revisions [ Actuator(s) | [ Sensor(s) |
Hardware replacements
Physical ||
Process

Problem Reports
Incidents

Change Requests

Performance Audits




STAMP and STPA

Accidents are
STAMP Model caused by

inadequate control

54



STAMP and STPA

How do we find
inadequate control
that caused an
accident?

CAST
Accident
Analysis

Accidents are
STAMP Model caused by
inadequate control
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STAMP and STPA

STPA How do we find
Hazard inadequate control

Analysis in a design?

Accidents are
STAMP Model caused by

inadequate control

56



STPA:
System Theoretic Process Analysis



STPA
(System-Theoretic Process Analysis)

* System engineering
foundation [

— Define accidents,
STPA Hazard system hazards,

— Control structure

Controller

TFeed back

Controlled
process

Analysis

STAMP Model « Step 2: Identify

accident causal
scenarios

58
(Leveson, 2012) ©



Definitions

* Accident (Loss)

— An undesired or unplanned event that results in a loss,
including loss of human life or human injury, property
damage, environmental pollution, mission loss, etc.

 Hazard

— A system state or set of conditions that, together with a
particular set of worst-case environment conditions, will
lead to an accident (loss).

Definitions from Engineering a Safer World



Example System: Aviation

3% .\_.‘\‘,‘——————‘—“

System-level Accident (Loss): ?



Example System: Aviation

3% .‘6_..\‘,‘—————-‘—“

System-level Accident (Loss): Two aircraft collide



System-level Accident (Loss): Two aircraft collide
System-level Hazard: ?



System-level Accident (Loss): Aircraft crashes

System-level Hazard: Two aircraft violate minimum
separation



Aviation Examples

e System-level Accident (loss)
— A-1: Two aircraft collide
— A-2: Aircraft crashes into terrain / ocean

e System-level Hazards
— H-1: Two aircraft violate minimum separation
— H-2: Aircraft enters unsafe atmospheric region
— H-3: Aircraft enters uncontrolled state
— H-4: Aircraft enters unsafe attitude
— H-5: Aircraft enters prohibited area



Example system: Automotive vehicles

e Accidents
and Hazards?

Image: http://whitneylawgroup.com/wp-content/uploads/2013/07/52-car-pile-up.jpg



STPA
(System-Theoretic Process Analysis)

* System engineering
foundation ¢ T

— Define accidents,
STPA Hazard system hazards

— Control structure

Controller

TFeed back

Controlled
process

Analysis

STAMP Model « Step 2: Identify

accident causal
scenarios

74
(Leveson, 2012) ©



Control Structure Examples



Example
Control
Structure

SYSTEM DEVELOPMENT

Congress and Legislatures
Government Reports
T Lobbying
Hearings and open meetings
Accidents

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Legislation l

SYSTEM OPERATIONS

Congress and Legislatures

Legislation l [ Lobbying

Accidents

Government Regulatory Agencies
Industry Associations,
User Associations, Unions,
Insurance Companies, Courts

Government Reports

Hearings and open meetings

Regulations Certification Info.
Staqqard_s Change reports
Certification S Whistleblowers
Legal penalties Accidents and incidents
Case Law
Company
Management

Safety Policy Status Reports

Standards l Risk Assessments

Resources Incident Reports

Policy, stds.

Standards

Safety
Reports

\
Manufacturing

Management
Work safety repo
Procedures | audits
work logs
inspections

Manufacturing

(Leveson, 2012)

Safety Standards l T

Safety Constraints

Test Requirements

Project
Management =———

Hazard Analyses
Progress Reports

Design,

Documentation

Test reports
Hazard Analyses
Review Results

Implementation
and assurance

Hazard Analyses
Documentation

Design Rationale

rts

Maintenance
and Evolution

Regulations
Standards
Certification

Legal penalties

Case Law

Safety Policy
Standards

Accident and incident reports
Operations reports
Maintenance Reports
Change reports
Whistleblowers

Company
Management

Operations Reports

Resources

Hazard Analyses
Safety—Related Changes
Progress Reports

Operating Assumptions

Work Instructions

Operations
Management

Change requests
Audit reports

Problem reports

Operating Procedures

Operating Process

l Human Controller(s) I

i

Automated
Revised Controller
operating procedures
Software revisions [ Actuator(s) | [ Sensor(s) |
Hardware replacements
Physical ||
Process

Problem Reports
Incidents

Change Requests

Performance Audits




Proton Therapy Machine
High-level Control Structure

Beam path and
control elements



Proton Therapy Machine
High-level Control Structure

Treatment Definition

Therapeautic Requiremeanis

1. Treatment Specifications

(fraction definition, (A recuts
target positioning information Putiont physionnmy
rget pa 5 N change

stearing file)
2. Capability Upgrade Raquesis

(delayad)
Treatment Delivery Patient health outcome

Patient Preparation Patient well-being
Beam Creation and Delivery Patient physiognomy changes

Patient

Figure 11 - High-level functional description of the PROSCAN facility (DO)

Antoine PhD Thesis, 2012



Managing complexity

* Lesson from systems theory, cognitive science

* Human minds manage complexity through
abstraction and hierarchy

* Use top-down process

— Start at a hig
— |terate to dri
— Build hierarc

n abstract level
| down into more detail

nical models of the system



Proton Therapy Machine
Control Structure

Capability upgrade requests

Treatment specifications
(fraction definition, patient positioning information, beam characteristics)

Problem reports

Treatment Definition — DO -'—‘

T (delayed)
Cure evaluation
DA rES-LJItS- Prugnmis

Treatment Delivery

Incidents

Change requests T
PROSCAN Performance audits

Design Team

Revised
= n -
operating procedures

Operations Management

1\

Work orders problem reports
Resources Change requests

Software revisions |
Hardware modifications Maintenance

| }

Hardware Test

! I

Procedures Problem reports Procedures  prghlem reports
l Change requests 1 Change requests

Operators |« 2™ Medical Team

clear |

Start treatment QA result Patient position T

replacements results  Interrupt treatment Sensor inlinterrupt treatmen Paosition Patient wellibeing

b

l l Mowvement

PROSCAN facility (physical actuators and sensors, automated controllers)

Patient
position

Patient Position
Beam Creation and Delivery

¥

Panic button

Patient

Antoine PhD Thesis, 2012 Figure 13 - Zooming into the Treatment Delivery group (D1)



Early Warning ‘ Radar

Command Authority System

*

. . . . Exercise Results . T i
B d | | ISstiC M ISSI I e Aness Status Request | b, inass Mod Ghange

Wargame Resulis Status Request

Defense System . LaurchRopor

Trainin Track Data
rTTPg Engage Targe Heartbeat
Workarounds O er;lﬁunalglude&hange l l
eadiness State Change
L "
eapons Ho .
Operators Fire Control
L Operational Mode Command Responses
eadiness Stata Syslem Stalus
System Status ——— Launch Report
rack Data
Weapon and System Status = Launcher Fire Disable
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arational Mode Change
Abort . i
Launon Posin Cpmoss s e
T-sll_sk Laﬁd Perform BIT
auric
: BIT Results
Ope’%ﬁ”wgey*’de Launcher Position
Safe
Software Updaies l
Interceptor Launch Station
Simulator
) I
1 Abort \—
Arm
Acknowledgements Acknowledgements BIT Command
BIT results EIT results Task Load
Health and Status Health and Status Launch
Operating Mode
Power
Safe
Scftware Updates
Break wires .| Flight |[&
Safe and Arm Status
Voltagos | Computer -
Arm
Image from: BIT Info Safe
http://www.mda.mil/global/images/system/aegis/FTM- Safe and Arm Status Ignite
21 Missile%201 Bulkhead%20Centerl4 BN4H0939.jpg -J
— Interceptor

Safeware Corporation Hardware



http://www.mda.mil/global/images/system/aegis/FTM-21_Missile 1_Bulkhead Center14_BN4H0939.jpg

Adaptive Cruise Control

Image from: http:


http://www.audi.com/etc/medialib/ngw/efficiency/video_assets/fallback_videos.Par.0002.Image.jpg

Qi Hommes

Example: ACC — BCM Control Loop

0 t
Tactile input et Tactile input
Tactile Visual
Input Feedback
Instrument Accelerator
Brake Pedal Cluster Pedal
Braking CAN Message ACC Status
Signal
Braking Signal |
Brake Control i .
Wheel el ACC Module [ Distance | Radar <~ Lead Vehicl
Spee Module
g _ Braking Status k_/
Braking Vehicle Speed lTarget Vehicle Speed
Signal . .
& Powertrain Control Acceleration Signal

Module

Electronic Throttle
Body

Air
44 Vehicle }(—
i

Friction

Brake Throttle l T B
opening Throttle Position



Lokkwying

> State legislature
) anc
Lobbing > Federal Legizlature
. And Fed Regulation | -
Laws Reports
Requlations
Lanwvs Reparts
Regulations Public meeting=
* | |ocal Legislsture
e Laws
Retort Regulations
ROMS Fepatts
Ltz Renort
¥ Fegulations T BROMS
—.,. n .
Dbt ‘ Local HvY Commission
Ticket
i reparts
In=pection Feports Suspensions Lavs Reports
Requirements Inzpectar Regulations
Training Testing resutts ¥ Foad
¥ conditions
L
Driver Testin Enforcement EE—
resylts g ¢ Highne sy Depattment
hechanic o Maintenance
T_ralnlng Fy Alerts
Licenze o
& Traffic
cortrol Proper equipmert
" Repairs Tickets Acherence to requlations Foad Maintenance
Car Concition Sticker ¥ Arrests 4 conditions
Operating Control
Loop
Complai b i
plairts Road HighwwaysRoads
Sales "
% conditions
Sign=
Manufacturer - Light=
Designs Car
Sells Car
Gripes Warranty Fy -
Support Publications
Consumer Sureys
Consumer Experience Testing
Groups




Automotive shift-by-wire

Image: http://www.toyota.com.au/prius/features/hybrid-performance



Automotive Shift by Wire

Your turn:
Control structure?



Control structure for vehicle

Driver

Current
range

indication Status information

Range

Steering, brake,
control

accelerator

(engine),
ignition, other Shift Control Visual cues
controls Module Sensory feedback

Range
commands

Physical Vehicle

*Similar for both mechanical/electrical implementations



Automotive Shift by Wire

Driver Range Selection

shift Request I

v

Range Feadback

Error messaz=s

Shifter Control Module

Shifter Command

Trans Command

“Application of STPA to a Shift by Wire System”, STPA workshop 2014

YIEGpEad SURIL

Diriver Display

T
=
{8
-]
(=]
=
m
(=3

Visual Cums
Physical Feedback

Environment &

Other Drivers

Wehicle Data

Physical Vehicle
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STPA
(System-Theoretic Process Analysis)

Y*‘ * System engineering
foundation ¢ T

— Define accidents,

system hazards
— Control structure TFeedback
Controlled

) D

e Step 2: Identify
accident causal
scenarios

Controller

93
(Leveson, 2012) ©



STPA Step 1: Unsafe Control Actions (UCA)

Controller

followed

Controlled

4 ways unsafe control may occur:

e A control action required for safety is not provided or is not

Feedback * An unsafe control action is provided that leads to a hazard

* A potentially safe control action provided too late, too early,
or out of sequence

process * A safe control action is stopped too soon or applied too long
(for a continuous or non-discrete control action)
Stopped Too
Incorrect Soon /
Not providing Providing Timing/ Applied too
causes hazard | causes hazard Order long
Shifter ) 9 ) 9

Command




Structure of an Unsafe Control L
Action l T

Actions

Controlled
process

Example:
“Computer provides open catalyst valve cmd while water valve is closed”

/. \

Context

Source Controller Control Action

Four parts of an unsafe control action

— Source Controller: the controller that can provide the control action

— Type: whether the control action was provided or not provided

— Control Action: the controller’s command that was provided /
missing

— Context: conditions for the hazard to occur

0 (system or environmental state in which command is provided)



UCAs - Safety Constraints

Unsafe Control Action Safety Constraint

. db b b <




STPA
(System-Theoretic Process Analysis)

Y*‘ * System engineering
foundation ¢ T

— Define accidents,
system hazards

Controller

TFeed back

Controlled
process

v 1

— Control structure

v

e Step 2: Identify
accident causal
scenarios

(leveson, 2012) ©




STPA Step 2: Identify Causal Factors

 Select an Unsafe Control Action
A. ldentify what might cause it to happen

»

— Develop accident scenarios
— ldentify controls and mitigations
B. Identify how control actions may not be
followed or executed properly
— Develop causal accident scenarios
— ldentify controls and mitigations



Step 2A: Potential causes of UCAs

Control input or
external information

wrong or missing Missing or wrong
cqrrﬁmuni(r:]ation
. Controller with another  Controller
UCA: Shift Control controller
Module provides Inadequate Process “ —>
Procedures Model p
ot dror oy || e grestion, | gnconsisten,
without driver new QL incomplete, Inadequate or
range selection modification or or incorrect) missing feedback
adaptation)
Feedback Delays
V¥ Actuator Sensor
Inadequate Inadequate
operation operation
A
Incorrect or no
Delayed information provided
operation Measurement
inaccuracies
Controller
Controlled Process Feedback delays
Component failures

Conflicting control actions

g >
Changes over time
. . —> & Process output
Process input missing or wrong S ertified or contributes to
out-of-range system hazard

disturbance



STPA Step 2: Identify Causal Factors

e Select an Unsafe Control Action

A. ldentify what might cause it to happen
— Develop accident scenarios

— ldentify controls and mitigations

B. Identify how control actions may not be
followed or executed properly

»

— Develop causal accident scenarios
— ldentify controls and mitigations



Step 2B: Potential control actions not followed

Control input or

external information
wrong or missing Missing or wrong
cqrr%muni(r:]ation
with another
: Controller Contraler Controller
Shlft ContrOI Inade:uate Process < —p
Procedures
MOdU'E (Flaws in creation, (inc?ni?si:ent <
provides range process changes, ) ’
incorrect |nC0mp|ete, |n.ad.equate or
command modification or or incorrect) missing feedback
adaptation)
Feedback Delays
V¥ Actuator Sensor
Inadequate Inadequate
operation operation
A
Incorrect or no
Delayed . information provided
operation Range Is not
Measurement
engaged inaccuracies
Controller
Controlled Process Feedback delays
Conflicting control actions Component failures
>
—> Changes over time Proces:output

Process input missing or wrong

out-of-range
disturbance

Unidentified or contributes to

system hazard



